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Abstract—The digital control of a three-phase three-switch
buck-type rectifier system is analyzed in this paper. Three main
sources of time delays in the control loop can be identified for the
implementation on a digital signal processor (DSP): 1) the delay
time due to the sampling of the control quantities; 2) the one due
to the calculation time of the DSP; and 3) the one due to the
sample-and-hold function of the pulsewidth modulator. Using the
buck-type system as an example, the influence of the time delay
on the stability of the inner current control loop is discussed, and
two prediction methods for time-delay compensation, i.e., a linear
prediction and the Smith prediction, are comparatively evaluated.
The control performance and the effect of the delay times and the
prediction methods are shown by simulation results and through
measurements on a 5-kW prototype.

Index Terms—Digital control, prediction techniques, pulsewidth
modulation (PWM) rectifier, time-delay compensation.

I. INTRODUCTION

HREE-PHASE buck-type pulsewidth modulation (PWM)

rectifiers (cf. Fig. 1), which are frequently referred to
as current source rectifiers, feature constant output voltage,
sinusoidal input currents, unity power factor, direct start-up,
and overcurrent protection in case of an output short circuit.
Therefore, this topology is of high interest for the realization
of front-end converters for telecommunications power supply
modules, for applications in future More Electric Aircrafts, or
as power supplies for process technology. By integration of
the buck-type rectifier with a boost-type output stage [1], a
wide input and/or output voltage range can be achieved, and
sinusoidal input currents in phase with the input voltages can
also be maintained in case of heavily unbalanced mains and/or
in case of a mains phase loss.
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Fig. 1. Topology of the three-phase buck-type PWM rectifier.

The control of this system has already been treated in the
literature [1]-[4]; however, the influence of a digital realization
has not been considered until now. The implementation of the
control on a digital signal processor (DSP) is the current state of
the art since it facilitates the integration of more functionality,
the implementation of more complex control schemes, and high
flexibility for changes of the program. On the other hand, digital
signal processing always results in time delays, mainly due to
three reasons:

1) sampling of the continuous current
quantities [5];
2) calculation time of the DSP [6];

3) PWM generation [7], [8].

Each of these time delays introduces a phase shift in the
control loop, which reduces, in total, the achievable control
bandwidth or diminishes the closed-loop system stability. To
compensate for these time delays, two prediction methods are
discussed and compared in this paper using the three-phase
buck-type PWM rectifier as the design example.

In this paper, the prediction is only applied to the dc side
current; however, in the physical rectifier implementation, the
time-delay compensation method using prediction is also ap-
plied to the measured three-phase ac capacitor voltages.

and voltage
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damping of the input filter resonance.

The term “predictive control” covers a very wide field, and in
the literature, many different control techniques including pre-
diction methods have been presented [9], [10]. A classification
of several predictive control techniques for inverter applications
can be found in [11], a survey of linear and nonlinear control
techniques for three-phase PWM converters can be found in
[12], and current prediction methods for active power filters can
be found in [13] and [14].

In the area of motor control, recent publications combine the
well-known direct torque control [15], [16] with predictive con-
trol techniques by using the dynamic equations of the machine
in order to predict and optimize the trajectory of the motor
torque. This method leads to faster dynamic responses of the
torque, as compared to the classical field-oriented control, and
has been applied to permanent-magnet synchronous machines
[17], SyncRel machines [18], and induction motors [19].

In power electronic applications, prediction techniques gen-
erally try to determine the path of the current vector (or the
current error vector) at the beginning of the pulse period and to
generate an appropriate voltage vector by PWM so as to min-
imize the predicted error. When the voltage vector is selected
in order to null the error at the end of the pulse period, the
predictive controller is usually called a deadbeat controller [10],
[20], [21]. These prediction methods are based on a complete
or simplified model of the plant in order to predict the future
current. Well-known concepts are model predictive control [22]
and generalized predictive control [23]. However, all of these
methods require large computational resources, particularly, for
more complex systems (high system order and/or nonlinear
system behavior) and for high switching frequencies and/or
short available calculation times. Hence, these techniques often
cannot be employed in industrial applications, such as drive
systems or switch-mode power converters.

For an industrial implementation, it is desirable to maintain
a simple control concept that is straightforward to implement.
This is also true in a digital implementation, where it is desired
to compensate for time delays with techniques that also have
low computational effort. Bibian and Hua [24] presented two
predictive schemes, based on linear extrapolation, with low
computational requirements to compensate for time delays of
only one pulse period. They show that both methods result in an
increase in the controller bandwidth. However, there has been
no comparison of the performance and implementation effort of
a model-based technique (Smith prediction [25]) with a simple
linear extrapolation prediction method to compensate for time
delays that are greater than one pulse period.

Cascaded two-loop control structure for the buck-type PWM rectifier including load current feedforward, reference voltage precontrol, and an active

In this paper, the time delays due to the DSP control are iden-
tified, and their effect on the stability is analyzed for a three-
switch buck-type PWM rectifier in Section II; a basic control
structure of the rectifier is also presented and explained briefly.
The delay times that occur due to the digital computation are an-
alyzed in Section III. In Section IV, two prediction methods for
compensating the time delays, i.e., a linear extrapolation predic-
tion technique and the Smith prediction method, are presented,
and their performance is shown by simulation results in the time
domain. At the end of Section IV, a comparative evaluation
regarding effectiveness, robustness, and implementation effort
of the two prediction methods is given. Finally, in Section V,
measurement results on a 5-kW hardware prototype show the
effect of the time delays and the performance improvement by
using the proposed linear prediction technique.

II. CONTROL STRUCTURE

In Fig. 2, a basic control structure of the buck-type rectifier
is depicted. An outer control loop regulates output voltage ug
to a constant reference value Uy and sets reference value 7*
for the inner dc current loop. The use of the feedforward of
load current ¢y decreases the variation of the output voltage in
the case of load changes. The output u} of the inner current
controller has a precontrol of the rate-limited reference output
voltage Uy j;,,, in order to improve the large-signal behavior
of the controller in case of a start-up. The relative on-times
d; (where index 4 denotes the three phases i = R, S, T) of the
three power transistors .S; are calculated by the DSP according
to the required output voltage u* and the actual input voltages
uc1,;- To achieve sinusoidal input currents, several modulation
methods that can be optimized to achieve minimum switching
losses, minimum current ripple, or minimum distortion of the
mains currents [26] have been developed [1]. Independent of
the utilized modulation method, the conduction times of the
three buck transistors are

*
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in order to adjust the fundamental component [denoted by the
index (1)] of the input currents 4, ; (1) Of the three phases
that are proportional to the input voltages uc1 ;, which are
given by

Z.1rec,i,(1) =i-q;~ UC1,i- (2)
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An active damping scheme, which is explained in detail in
[4], is additionally employed in order to damp the resonance
of the input filter. Therefore, for this control scheme, output
voltage ug, dc current ¢, and at least two of the input filter
capacitor voltages uc1,; have to be measured. The output
voltage loop usually is very slow; therefore, the measurement of
the output voltage is not time critical, whereas, for the fast inner
loop, eventual delays in the detection and calculation of the
current and the voltages can decrease the control performance,
as will be shown in the next section.

III. ANALYSIS OF SYSTEM DELAYS

The following considerations are based only on the analysis
of the time delays that are associated with inductor current 3.
However, for the dynamics of the inner current control loop
considering active damping (Section II), the derivation of the
delay times of the filter capacitor voltages uc1,; needs to be
considered. The analysis is similar, and the same conclusions
can be drawn; therefore, only the inductor current time delays
are considered for the sake of brevity.

The selection of the switching frequency is always a crucial
part of the converter design. On one hand, it significantly
influences the efficiency and the power density of the system;
on the other hand, the time delays introduced by the digital
control are minimized for lower switching frequencies.

In [27], it was found that, for the buck-type rectifier topol-
ogy (cf. Fig. 1), a switching frequency in the range of fp =
20—30 kHz leads to a good compromise between efficiency
(switching losses) and power density (volume). For the recti-
fier considered in this paper, a switching frequency of fp =
1/Tp = 28 kHz is selected.

The measurement of the dc current is performed by a magne-
toresistive Sensitec CMS 2025 dc current sensor [28]. The DSP
[29] has a 20-Msample/s 14-bit analog-to-digital converter, and
therefore, the conversion delay can be neglected. Furthermore,
the effect of the time delay of the switches [30] is not considered
due to the comparatively low switching frequency. As shown in
Fig. 3, the samples are taken every half pulse period exactly at
the middle and at the end/beginning of each pulse interval (in
Fig. 3, this is explicitly shown for t = —0.57p and ¢t = 0). If
a symmetric triangular carrier is used for the PWM generation,
the samples at these time instants ideally do not contain any
switching frequency components and therefore should be iden-
tical to the local average values of the current 7,y (%) (cf. Fig. 3
att = —0.5Tp and ¢t = 0).

However, in order to improve the robustness of the mea-
surement result against inaccuracies in the current acquisition,
an additional moving average function of second order is em-
ployed. The transfer function of this filter is given by

1
Gmavg — 5(1 + efsTP/Q). (3)

The effect of this filter is depicted in Fig. 4. It can be seen
that the switching frequency and its higher harmonics are per-
fectly suppressed, whereas the magnitude of lower frequencies
(< 5 kHz) is not essentially affected by this operation.

Dmavg

. / i.sump/&‘((ﬁl
Lsample-0.5TP) i @
DSP PWM |
calculation — —
mavg Tmh- TPWM
-0.57,, 0 05T, T 157, 2T, >t
Fig. 3. Delays occurring due to current acquisition (two-times oversampling

and moving averaging of inductor current ), DSP calculation, and PWM
generation. The current is sampled two times within one pulse period (at the
middle and at the beginning and/or end of each period), and the moving average
function introduces a delay of 0.25 T’p. Due to the calculations of the control
commands, and on-times, a delay of one full pulse period occurs. Additionally,
the sample-and-hold function of the PWM causes a half-pulse-period delay,
therefore resulting in total delay of 1.75 T'p.
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Fig. 4. Bode diagram of the transfer function of a moving averaging operation
of second order (3) in comparison with the approximated transfer function of a
delay of 0.25 T'p (4).

For lower frequencies, the moving averaging function can be
approximated with good accuracy as a delay of a quarter pulse
period

Grmavg ~ ¢ TP/ @)

which is proven in Fig. 3, where the moving average value
Imavg Occurs at —0.257p. Fig. 4 also shows the good agreement
of the magnitudes of (3) and (4) up to 10 kHz and of the phase
until switching frequency fs = 28 kHz.

For the calculation of the actual input voltage sector and/or
relation of the input phase voltages, which determines the
switching states employed for forming the input current, the
control commands, and the calculation of the relative on-times
of the PWM outputs, one pulse period is reserved (cf. Fig. 3),
therefore generating an additional delay of

Gcalc ~ eisTP~ (5)

In the subsequent pulse period, the PWM pulse pattern,
which was generated by the relative on-times ¢; that have been
previously calculated, is applied to the system. In [8], it is
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Fig. 5. Influence of the linear prediction (8) on the magnitude and phase of
the delay transfer function (7).

shown that a modulator with instantaneous sampling, e.g., for
analog control, has zero phase lag. Compared to this, the system
at hand performs a sample-and-hold function, thus keeping the
values of g, dg, and 7 constant for one whole pulse period.

As can be proven by simulations and/or analytical calcula-
tions, this introduces an additional delay time of a half pulse
period,

Gpwy = ¢ *TP/? (©6)
which is valid if the PWM is updated only once per pulse
period. For a double update mode, the delay time introduced
by the PWM operation is reduced to a quarter pulse period [5].

The resolution of the PWM output of the DSP (12.5 ns) and
the delay time of the utilized gate driver (200 ns) are small
and can therefore be neglected. Accordingly, the total transfer
function of the digital processing of the DSP is

Gdel = Gmavg . Gcalc . C7VPVVM

— 1(1 + e—STP/2> . 6—3-1.5TP
2

~ efs<1.75Tp. (7)

IV. PREDICTION METHOD
A. Linear Prediction

The sampling, digital processing, and pulsewidth modulation
introduce a large phase shift, e.g., o =7/2 at f =4 kHz
(cf. Fig. 5). For a purely integral plant and a proportional con-
troller, this would already represent the maximum bandwidth
on the border of instability. For a conservative controller design,
the maximum loop bandwidth would be limited to f = 1 kHz.

A possible way to compensate the delay-time effect is a linear
prediction of the forthcoming current values. This method
works without knowledge of the system that is being controlled
and simply predicts the future value by a linear function based
on the past values. As a first step, the total average delay time
has to be calculated. From (7) and as shown in Fig. 6, an average
delay time of 1.75 T’p occurs between point ¢ = —T},,ve =
—0.25Tp where the value imave Would occur without ripple
(which provides the basis for the calculation of the relative

T
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Fig. 6. Linear prediction of the forthcoming current value in order to compen-
sate the delays due to the digital signal processing.
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Fig. 7. Effect of the linear prediction of the dc current, shown for the step
responses of the inner current control loop.

on-times for the PWM) and the point when the PWM pattern
becomes effective for the rectifier T¢,c + Tpwym = 1.5Tp.

The discrete transfer function that has to be calculated in the
DSP can be derived as

Gprea(z) = 24 — 975 — 175,71 ®)

Tmavg

and therefore expressed in difference equation format
ipredJc =275 Z-ma»vg;q,k —-1.75- imavg,kfl (9)

which has a derivative behavior. The effect of the prediction
in combination with the total transfer function of the digital
processing, as previously described [cf. (7)], can be viewed in
Fig. 5. The phase is increased by nearly Ay = 7/4 between
1 and 10 kHz, resulting in higher control bandwidth and/or
stability of the inner control loop. The magnitude in this fre-
quency band is increased by up to 6.5 dB; therefore, the current
controller gain can be lowered accordingly in the design step,
compared to a system without prediction.

The effect of the prediction on the current can be seen in
the step response of the inner current control loop, as depicted
in Fig. 7. As previously described, the system stability is
improved, and/or the current overshoot is reduced; the inner
control bandwidth is kept the same.

Since a sudden step of the load condition directly changes
the current reference value, the prediction also improves the
load disturbance behavior. In the same way, this method can
be utilized for the prediction of the input filter capacitor
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voltages uc1 ;. With this, the disturbance rejection of the inner
loop can also be improved for disturbances coming from the
mains side.

B. Smith Prediction

A more advanced prediction method that includes a model
of the plant has been first presented in [25]. This so-called
Smith prediction is briefly described and applied to the buck-
type rectifier system.

Generally, as depicted in Fig. 8(a), the feedback of a con-
trol variable y including a total delay time 7 is changed
according to

yl =y- e*STm + (1 — efsT“) - U - G;(S) (10)

where 7 - e7*7% is the control variable containing delay T}, u
is the controller output, and G (s) is the model of the plant.
As shown in Fig. 8(b), for the ideal case wherein G;(s) =
Gy(s), the delay is moved outside of the plant that is seen
by the controller; therefore, the controller can be designed for
considerably higher bandwidth and stability.

For the buck-type rectifier system, a prediction of both the dc
current in the control feedback path and the capacitor voltages
in the active damping path has to be considered. In Fig. 9(a),
the block diagram of the inner control loop including the Smith
prediction feedback terms is depicted. Analogous to Fig. 8(b),
the delay-free loops are shown in Fig. 9(b).

As shown in Fig. 9(a), it is necessary to evaluate the signals
icomp = G/z ! (1 - 678'1‘75TP) -m’

(11)
and

75~1.75Tp) (12)

UC1,comp = G{uCI ' (1 —¢€ * Mdamp
inside the DSP at every calculation step in order to compensate
for the total delay time of 1.75 T'p. Therefore, the transfer
functions G and G, have to be identified, which can be
performed by ac analysis of the linearized single-phase model
of the system [31] for an operating point. With this, G} and

Smith Prediction of uc;
for active damping

* oy +y" m
>0 K(s) S iUy
h Gy (1-e175Tr) ‘

Smith Prediction of i for current control loop

l with G’(s) = Gi(s) and G’uci(s) = Guci(s)

delay-free active damping loop

Gpim

—>< T H T2 }4
(b)

delay-free current control loop

Fig. 9. (a) Block diagram of the inner current loop including the Smith
prediction feedback for the dc current and the input capacitor voltage.
(b) Equivalent circuit for a perfect model of the plant utilized in the feedback
functions.

G, are obtained as transfer functions in the s-domain. By
using, for example, the Tustin transformation

2 11—zt
S_TP.lJrZ’l. (13)
G)(s) and G, (s) are transformed into the time-discrete
z-domain functions G(z) and G, (2), respectively. Using
the system parameters and the operating point (nominal input
voltage and rated output power) given in the Appendix, G(z)
is given by

) 1—-0.352"1 —0.33272 +1.0223
Gl(z) = = 3.56 - .
(&)= 1—2.152 1 +2.0222 — 0.862*2’14)

Therefore, based on the model G/(z), the calculated current
value i; of calculation step k£ can be given in a difference
equation form by
i = 3.56 (m), — 0.35mj,_; — 0.33m),_o + 1.02m}_3)

+ 2.154,-1 — 2.02i_5 + 0.86ip_3. (15)

Accordingly, the current value delayed by 1.75 Tp is
derived by

ig-1.75 = 3.56 (m,_1 75 — 0.35m}_5 75 — 0.33m),_5.75
+ 1.02mp,_y 75) + 21505275 — 2.02ij_3.75 + 0.867)_4.75.
(16)

With (14)—(16), (11) can be evaluated at each calculation step
k by

icomp,k =ik — k175 (17)
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However, despite this technique seeming to be promis-
ing, three problems are associated with the practical
implementation.

1) First, the computational effort is quite high since, in ad-

dition to (15)—(17), the appropriate compensation signals
for the filter capacitor voltages for two of the three phases,

e.g., Rand S, i.e.,
UC1,R,comp,k = UC1,R,k — UC1,R,k—1.75 (18)
UC1,S,comp,k = UC1,5,k — UC1,5,k—1.75 (19)

have to be derived in every calculation step in the DSP.
The third compensation signal is then given by the

relation
UC1,T,comp,k = —UC1,R,comp,k — UC1,S,comp,k- (20)
2) Second, the current, voltage, and modulation index values

are not available at noninteger time instants, €.g., tx_2.75.
Therefore, either these values have to be approximated
by linear interpolation of the nearby sampled values or
the sampling method has to be adapted. For example, the
sampling instants at t = 0.257p and ¢t = 0.757T» would
have to be selected, resulting in a total delay of T, =
2Tp. With this, the equation

ig—2 = 3.56 (m),_o — 0.35m),_5 — 0.33mj_4 + 1.02m;,_5)
+ 21503 — 2.02i)_4 + 0.86ik_5 (21)

could be calculated. However, the current ripple suppres-
sion would then be reduced for this sampling method.

3) The parameters in (15) and (16), given for a specific
operating point, are strongly dependent on the operating
variables, such as input voltage and output power. Addi-
tionally, the inductor values are dependent on the actual
inductor current, and the capacitors values are usually
only given within a tolerance range. Since the effect of the
prediction is strongly dependent on the accuracy of the
model, the inaccuracies in the model that always occur
have a large influence on the control performance. This
problem can only be solved by adapting the model of
the plant, according to (14), to the actual operating point,
which would further increase the computational effort
of this method, unless operating-point-dependent lookup
tables are utilized.

In Fig. 10, the effect of the Smith prediction on the inner
current loop step response is illustrated. For the ideal case of a
perfect match of the model and the plant G, = G; and G/, =
G c1, the step response [Fig. 10(c)] is only delayed by 1.75
pulse periods, compared to a system containing no delays
[Fig. 10(a)]. As compared to the step response of the controlled
system without prediction [Fig. 10(b)], the reference tracking
performance is obviously improved. However, if the model that
has been calculated for the nominal operating point, e.g., (14),
is utilized for another operating point (in the case at hand,
Powy = 1 kW, and Uy 1 rms = 440 V) due to the mismatch of
the model, the performance of the real system is significantly
decreased, and the step response is much slower [Fig. 10(d)].

12
l l,ef
! A
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0.8 T
; /{>\ (d) real system with Smith prediction (model mismatch)
' I | I I 1 I
0.6 - . } - - : }
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| | | | |

0.4

(b) real system without prediction method
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Fig. 10. Influence of the Smith prediction for perfect and simplified modeling
of the plant, shown for the step responses of the inner current control loop.
. . 1 '2
i/ by 1 2 |
e e ~
0.8 e
)/\ with linear prediction
0.6 / i f i
‘K with Smith prediction (perfect model matching)
04—+ 1 i
/ without prediction
0.2 /
0
-0.2
0 02 04 06 038 1 12 14 16 18 2
Time [ms]

Fig. 11.  Comparison of the linear prediction and the Smith prediction, shown
for the step responses of the inner current control loop.

Aux. Power
Supply —a Gate

drivers

inductors

Fig. 12. Five-kilowatt prototype of the buck-type rectifier including a DSP
control board and electromagnetic compatibility input filter. Overall dimen-
sions: 240 mm X 160 mm x 120 mm.

C. Comparison of the Prediction Methods

For the compensation of the time delays, the effort involved
for the implementation of the Smith prediction method is
much higher compared to the linear prediction method and
cannot be justified by better performance. The Smith prediction
method was originally developed for simple plants of low-
order systems; however, buck rectifier systems with the input
and output filters apparently do not fulfill this requirement.
Therefore, the calculations for predicting the currents and
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voltages become complex and time consuming. Furthermore,
uncertainties in the model and deviations from the operating
point significantly decrease the performance of the prediction.

In contrast, the linear prediction is an easy and robust
method, which forecasts a future state variable based on two
sampled values. The knowledge of the model of the system to
be controlled is not required; hence, this technique is suitable
for any operating point and is very robust against parameter
variations. The only information that is required is the total de-
lay time introduced by the digital control. The system dynamics
are implicitly included in the linear prediction by the sampled
state variables; however, the trajectories are simplified by linear
approximations. Therefore, it is clear that this method is only
valid if the characteristic system dynamics are significantly
slower than the delay time that has to be compensated. This
condition is usually fulfilled for switch-mode power supplies
due to the fact that the cutoff frequencies of the input and
output filters usually lie well below the switching frequency
in order to sufficiently smooth the switching frequency ripple
values. For the buck-type rectifier considered, the cutoff
frequency of the input filter (parameters given in the Appendix)
lies at f.in = 3.9 kHz, and the cutoff frequency of the output
filter at f.out = 130 Hz and is therefore sufficiently below
1/(1.75Tp) = 16 kHz. As long as this condition is fulfilled,
the linear prediction can be applied in the same manner to other
topologies, such as voltage source inverters or single-phase
power factor corrections.

In Fig. 11, the small-signal step responses of the inner
current control loop are shown for the two prediction methods.
Even assuming perfect matching of the model that is used in the
Smith prediction method with the system to be controlled, the
performance is not improved compared to the linear prediction.
Therefore, to compensate for the time delays of the system,
the implementation of the linear prediction of the dc current
and the input capacitor voltages without explicit knowledge
of the system to be controlled is sufficient and reasonable in
terms of performance and implementation effort. Therefore,
only the linear prediction method has been implemented and
experimentally tested in a hardware prototype of the system.
The experimental results that prove the effectiveness of the
linear prediction technique are presented in the next section.

V. EXPERIMENTAL VERIFICATION

The proposed control structure is implemented in software on
a custom Analog Devices ADSP-21991 160-MIPS DSP board

0 STOPPED [ .2 ns 20.8V [ .2 ms 20.8m/ O STOPPED

Current waveforms of the closed-loop system for steps in the current reference (performed by load steps): (a) 2—4 A (current scale: 2 A/div, time scale:

—10 A (current scale: 4A/div, time scale: 200 ps/div).

and tested on a 5-kW hardware prototype of the system (cf.
Fig. 12). The two-times oversampling, averaging, DSP control,
and PWM generation, as presented in Section III, are imple-
mented with the C software language. The rectifier switching
frequency is 28 kHz, and therefore, the maximum time allowed
for the processing of the control code is 35.7 us. The total pro-
cessing time for the oversampling, rectifier control, and active
damping, excluding the prediction methods, is 29.7 us. The
32-bit precision implementation of the time-delay compensa-
tion calculations by linear prediction requires only 0.4 us of
computation time, compared to the 9.3 us for the Smith predic-
tion implementation, which is a processing time increase of
23 times. The additional computation time required to perform
the Smith prediction is not justified, as there is no performance
enhancement, as shown by simulation, and the inclusion of
the Smith prediction calculation causes the total interrupt
processing time to exceed the switching frequency period, thus
resulting in a nonreal-time implementation. Therefore, only
the experimental results for the linear prediction method are
presented.

From Fig. 13, it can be seen for step load changes that the
linear prediction method, as proposed in Section IV, increases
the stability of the system, due to the compensation of the phase
shift introduced by the delay times occurring in the digital sys-
tem, compared to the case without prediction. Fig. 13(a) shows
the response of the dc current for a small step of the current
reference in the lower power range (2—4 A), whereas Fig. 13(b)
shows the current waveforms for a small step in the upper power
range (8—10 A); in Fig. 13(c), a large current load step has been
performed from 2 to 10 A. These three current load steps show
that the proposed linear prediction method works well over
the whole modulation range and is not sensitive to parameter
variations. To achieve the same overshoot-free step response
of the system without the prediction method, the gain of the
inner current controller would have to be reduced, thus causing
a decrease in the bandwidth of the current control. Therefore,
it could be shown that the stability of a system including
delay times is improved by the linear prediction of the control
quantities while the system control bandwidth is maintained.

VI. CONCLUSION

The digital control of a three-phase rectifier system is
analyzed in this paper. First, the origins of relevant time delays
in the control loop are found to be caused by the sampling
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of the control quantities, the calculation time of the control
program in the DSP, and the sample-and-hold function of the
PWM modulator. For the three-phase buck-type rectifier, these
time delays introduce a large phase shift of nearly ¢ = 7/2
at one decade below the switching frequency, and this reduces
the phase margin and stability and, therefore, the achievable
bandwidth of a controller. In order to reduce this phase shift,
two prediction methods, i.e., a linear prediction and the Smith
prediction, are analyzed and compared.

The Smith prediction ideally completely compensates the
delay times but requires a precise model of the system to be
controlled and therefore results in a high implementation effort.
The performance of this prediction technique is highly sensitive
to the accuracy of the modeling; in contrast, the linear pre-
diction method cannot completely compensate the introduced
phase shift, but it does not require any information about the
model and is therefore characterized by a significantly lower
implementation effort. Furthermore, the linear prediction is not
sensitive to parameter variations and deviations from the nom-
inal operating point. Taking this into account, it is concluded
that, for a system with high system order (due to the complex
model)—as it is usually the case for converter systems with
input and output filters—the effort of a Smith prediction is
not worthwhile compared to the use of the linear prediction
method. Measurements on a hardware prototype verify that
the linear prediction method clearly increases the stability of
the system by counteracting the delay times introduced by the
digital control.

APPENDIX
SYSTEM OPERATING PARAMETERS

Pouy =1-5kW
Pyt nom =5 kW (rated output power)
UNJfl,rms =320—440V

UN ,i-1,rms,nom =400 V (nominal input voltage)
Usut =400 Vdc

fp =28 kHz
L;; =240 uH
Ch,; =6.8 uF
Lo =2 mH
Cy =750 uF.
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