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Abstract—This paper describes the optimization of a modu-
lation scheme for the isolated Y-Rectifier (iYR), a bidirectional
three-phase PFC rectifier with integrated galvanic isolation, with
regard to minimum rms values of the transformer currents. The
optimization is based on a numerical method, which utilizes Space
Vector (SV) calculation to determine the steady-state waveforms
of the iYR’s transformer currents with low computational effort.
Compared to an existing modulation method, the optimization
results show that, at part load operation, a substantial reduction
of the transformer rms current is achieved. For example, the
experimental results confirm that the optimization enables a
reduction of the rms value of the transformer current SV over
a grid period from 11.1A to 8.8A at a three-phase grid voltage
of 400V (rms, line-to-line), a dc output voltage of 400V, and
an output power of 1.2 kW (equal to 20% of the rated power
of 6 kW). Owing to the generalized consideration of the iYR
made possible by the space-vector-based description, the obtained
optimization results can be applied directly also to other rectifier
topologies presented in this paper. This and further results and
methods described in this paper reveal the potential of SV
calculation in connection with comprehensive analyses of complex
three-phase isolated PFC rectifier systems.

I. INTRODUCTION

Three-phase power factor correction (PFC) rectifiers with
galvanic isolation are used in various applications, e.g., solid-
state transformers [2], [3], photovoltaic power systems [4]–[6]
and energy storage systems [7], [8], more electric aircraft [9],
mains interfaces of dc microgrids [10], and battery chargers
for electric vehicles (EV) [11]–[13]. This paper considers an
isolated PFC rectifier for an EV battery charging application,
which is realized by the single-stage, isolated ac–dc converter
structure depicted in Fig. 1(a). The system operating voltages
and currents have been determined on the basis of the speci-
fications given in [14] and are summarized in Tab. I.

In a conventional approach, a two-stage circuit would be
typically used to realize three-phase PFC ac–dc conversion
(first stage) and galvanic isolation (second stage) [15]–[17].
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Fig. 1: (a) iYR proposed in [1]. (b), (c) Simulated waveforms of v{a,b,c}n,
v{a,b,c}, and vT{a,b,c} of the iYR for operation according to Tab. I except for
fs = 1kHz. The yellow area marks ϕg ≈ 15◦, which has been used to create
Fig. 4.

TABLE I: Considered specifications and converter settings.

Designator Description Value
Vg Grid voltage (line to neutral, rms) 3 × 230V
Ig Grid phase current (rms) 3 × 10A

fg = T−1
g Grid frequency, grid period 50Hz, 20ms

Pnom Nominal power 6 kW
Vdc,min Minimum dc voltage 200V
Vdc,max Maximum dc voltage 750V
Idc,max Maximum dc current 15A

fs = T−1
s Switching frequency, switching period 72 kHz, 13.9 µs

n = N1 : N2 Transformer turns ratio 1
L Series inductance 14 µH
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With the aim of counteracting the disadvantage of multiple
energy conversions, single-stage concepts that combine sinu-
soidal input current shaping (PFC), galvanic isolation, and
rectification are increasingly being presented.

Three-phase single-stage concepts for ac–dc converters can
be divided into phase-modular concepts that are based on three
single-phase converters [18]–[21], non-modular concepts with
only one high-frequency (hf) transformer [22]–[26], and non-
modular concepts with three hf transformers (or one three-
phase hf transformer) [1], [27]–[30]. The single-phase ac–
dc converters used in phase-modular concepts are typically
extended versions of dc–dc converters with galvanic isolation,
e.g., dual active bridge (DAB) converters [18], [19], multilevel
converters [20], or series resonant converters [21]. However,
the advantage of complete modularity is opposed by the
disadvantage of a comparatively high number of components.
A reduction of the number of components is achieved by non-
modular converter topologies. Such topologies with only one
hf transformer often use a matrix converter on the ac side [22]–
[24], but other topologies are also conceivable, such as the
topology presented in [25], which is variant of the VIENNA
rectifier II topology [26] that has been extended to enable
bidirectional operation. Numerous publications also exist for
non-modular topologies with three hf transformers. Examples
are the quad active bridge converter presented in [27] and the
converters with dc-side six-switch rectifiers presented in [1],
[28], [29].

The converter presented in [28], [29] has the advantage of
using only two transistors on the primary side. Disadvantages
are high switching voltage stress on the transistors and the need
for primary-side transformer windings with center taps. These
disadvantages are mitigated by the second circuit, which is
shown in Fig. 1(a) and presented in [1]. This second topology
is referred to as isolated Y-Rectifier (iYR) and is the topology
considered in this paper. Although the iYR requires six instead
of two transistors on the primary side, fewer transistors are
still required overall compared to most other non-modular
topologies (e.g., the matrix converter-based topology, which
in total employs 16 transistors [24]). Furthermore, in contrast
to matrix converters, the switching state changes are carried
out without following a special multi-step procedure (except
for maintaining a certain dead time). Note that primary-side
capacitors are connected in series with the hf transformers to
ensure zero local average values (the average over one switch-
ing period) of the hf ac voltages applied to the transformer
windings.

Interestingly, further realization variants can be found for
the ac side of the converter under investigation. Two examples
are presented in [30]. One topology presented there is a
realization with full bridges on the ac side. Compared to
the circuit shown in Fig. 1(a), this allows a reduction of the
maximum reverse voltages across the primary-side switches to
almost one half. The second realization shown in [30] allows
the use of the monolithic bidirectional GaN switches described
in [31] and expectedly facilitates lower conduction losses.

The circuit depicted in Fig. 1(a) and the circuits presented

in [28]–[30] can generate primary-side transformer voltages,
which are identical apart from different amplitudes and employ
the same secondary-side rectifier circuit. Consequently, the
modulation scheme described in [29], which is referred to as
conventional modulation scheme in this paper and summarized
in Section II, can be applied to all these circuits. However,
the conventional modulation scheme was not derived on the
basis of optimization. Therefore, it is to be expected that
improvements, e.g., reduced transformer winding losses or
conduction losses, are achievable in certain operating regions.
This motivates the detailed analysis and optimization carried
out in this paper.

It is well known in the context of conventional single-
phase DAB dc–dc converters which operate in wide voltage
and power ranges that relatively large currents with high rms
values in the hf ac path can result. This leads to relatively
high conduction losses in the transistors and copper losses
in the transformer, since the rms value of the current in
the hf ac path is directly related to these losses [32]. In
the iYR, the conduction and copper losses in transistors and
transformers are directly related to the rms values of the
currents in the hf ac paths as well. Since it is possible to
reduce these rms values by optimizing the modulation scheme,
the first step is to carry out an optimization in this respect
as described in Section III. A discussion of the optimization
results is presented in Section IV. However, it is found that the
optimized modulation scheme not only leads to reduced rms
values of the transformer currents. In addition, the functions
of the optimized control parameters exhibit discontinuities that
can lead to difficulties in practice (e.g. excitation of parasitic
oscillations). In order to arrive at functions for the control
parameters without discontinuities, a possible reduction of
the degrees of freedom (DoFs) used for the optimization is
investigated in Section V. Based on this, a suboptimal control
method is identified, which achieves similar improvements as
the control method optimized in Section IV in wide parts of the
operating range. An experimental verification at three selected
operating points presented in Section VI finally confirms the
calculated results. Section VII summarizes the main findings
and concludes the paper.

II. CONVERTER OPERATING PRINCIPLE

A suitable concept for studying the operating principle of
the presented ac–dc converter is the Space Vector (SV) calcu-
lation [1], [29], [33]. Fig. 2(a) depicts the simplified equivalent
circuit for the iYR in SV representation, assuming (ideal) hf
transformers of the phases with same turns ratios n = N1/N2

and same series inductances L in the three converter phases.
The two voltage sources vTabc and vTABC refer to the voltage
SVs generated by the primary-side inverter and the secondary-
side six-switch rectifier, respectively. The inductance n2L in
the equivalent circuit is equal to the primary-side referenced
inductance L in each converter phase in Fig. 1(a). Note that the
equivalent circuit diagram of these ac–dc converters appears
to be the same as the equivalent circuit diagram of the DAB
dc–dc converter. The only difference is that in the case of the
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ac–dc converters, the two voltage sources provide time-varying
voltage SVs instead of real-valued voltages.

For a three-phase grid with sinusoidal grid voltages,
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results [34]. The primary-side half-bridges of the iYR are oper-
ated synchronously at the switching frequency and with a duty
cycle of 50%. With this, the low-frequency (lf) mains voltages
are converted to amplitude-modulated hf ac voltages, as shown
in Fig. 1(c). Accordingly, the voltage SV generated by the
primary-side inverter is either vTabc =

vg

2 (high-side switches
of all primary-side half-bridges are on) or vTabc = −vg

2 (low-
side switches of all primary-side half-bridges are on) for half
a switching period.

It is well known that the secondary-side six-switch rectifier
can reside in one of eight states, i.e., six active states and two
freewheeling states. The six active states result in six different
voltage SVs with length 2

3Vdc and the freewheeling states to
a SV with length 0, as shown in Fig. 2(b). The designations
(SaSbSc) and (SASBSC) used for vTabc and vTABC in Fig. 2(b)
specify the switching states of the iYR’s primary-side inverter
and secondary-side rectifier, respectively. For example, SA
denotes the state of the secondary-side half-bridge of phase A:
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Fig. 2: (a) Equivalent circuit in Space Vector (SV) representation for the
presented ac–dc converter. (b) SVs vTabc and vTABC that can be generated
by the primary-side inverter and the secondary-side rectifier of the considered
ac–dc converters. Note that (SaSbSc) and (SASBSC) used in the indexes of
vTabc and vTABC refer to the switching states of the primary-side inverter and
the secondary-side rectifier, respectively.

for SA = 0 the switch S′A is on and for SA = 1 the switch SA
is on.

Note that any common-mode voltage component present
in vT{a,b,c}(t) has no effect on the transformer currents. This
not only results from the SV calculation, but can also be
easily explained using the circuit shown in Fig. 3. For this,
it is assumed that the voltages vT{a,b,c}(t) are composed of
differential-mode voltages v′T{a,b,c}(t) on which a common-
mode voltage vcm(t) is superimposed,

vTa(t) = v′Ta(t) + vcm(t), (3)
vTb(t) = v′Tb(t) + vcm(t), (4)
vTc(t) = v′Tc(t) + vcm(t). (5)

If it is assumed that the average values of v′T{a,b,c}(t) and
vcm(t) over a switching period are zero, the secondary-side
transformer voltages vT{A,B,C}(t) contain the common-mode
component vcm(t)/n. However, vcm(t) has no impact on the
phase-to-phase voltages that are present at the hf input of the
secondary-side rectifier, e.g.,

vTA(t)− vTB(t) =
v′Ta(t)− vcm(t)− v′Tb(t) + vcm(t)

n
=

=
v′Ta(t)− v′Tb(t)

n
. (6)

Because of this, vcm(t) only has an effect on the electric
potential at the star-point formed by the three secondary-side
transformer windings and has no influence on the shape of the
transformer currents, which is purely defined by phase voltage
differences, i.e. line-to-line voltages.

The iYR described in this paper is controlled by means
of SV Modulation (SVM). A typical form of SVM is the
SVPWM, which is often used for rectifiers and inverters,
as for example described in [25], [35]. With SVPWM, the
voltage formation of the converters is analyzed using the SVs
that are assigned to the individual switching states. Based
on this, the set of SVs that form the average reference SV
and the associated relative durations during which each SV is
present during a switching period are determined. Hence, this
determines the pulse pattern or the PWM of the phase voltages.
Further forms of SVMs are presented in [36], e.g. predictive
current control, which aims to minimize the deviation between
the reference current SV and the grid current SV. The use of
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Fig. 3: The presence of a primary-side common-mode voltage vcm(t) does not
affect the input voltages of the rectifier on the secondary side, e.g., vTA−vTB =
(v′Ta − v′Tb)/n. Therefore, vcm(t) does not affect the transformer currents.
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SVM has also been proposed in the field of three-phase DAB
dc–dc converters, e.g. for suppressing the average value of the
magnetic flux in the magnetic core of a transformer [33].

Another form of SVM is used in the converters described
in [28], [37]. This modulation scheme is not specifically
optimized, is comparatively simple, and still enables an almost
sinusoidal grid current. Since the iYR has the same equivalent
circuit diagram as the converter described in [28], the same
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Fig. 4: (a) Example of waveforms for vTa, vTA, and iTa used to define the
control parameters φa (or D0a), φb (or D0b), D(100), D(110), D(001), D(011),
a, and b. (b) Example of the trajectory of iTabc that results for the operating
conditions used in Fig. 4(a). The encircled numbers 1⃝ and 2⃝ refer to the
first and the second half of the switching period, respectively. Furthermore,
⟨ig⟩Ts refers to the average value of the SV of the grid phase currents ia,
ib, and ic over one switching period. For this figure, the settings of Tab. I,
Vdc = 400V, and ϕg = 15◦ were considered. Note: the line thickness in
Fig. 4(b) is an indicator for the rate at which the trajectory changes (thick
line: low rate of change, thin line: high rate of change).

modulation scheme can also be applied to the iYR. Therefore,
this modulation scheme, which is explained in more detail in
the following, serves as the starting point for the optimization
presented in this paper. For example, for 0◦ ≤ ϕg < 60◦ the
secondary-side three-phase rectifier uses the switching state
sequence

(000) →
tµ=tµ1

(100) →
tµ=tµ2

(110) →
tµ=tµ3

(100) →
tµ=tµ4

(000) →
tµ=tµ5

(001) →
tµ=tµ6

(011) →
tµ=tµ7

(001) →
tµ=tµ8

(000) . . .

(7)

during a switching period. Here tµ denotes the time within a
switching period and tµi the individual switching times. Note
that in a symmetrical three-phase grid, the analysis can be
confined to 0◦ ≤ ϕg < 60◦ since the results in the other 60◦

sectors of a grid period can be derived from this [29].

Fig. 4(a) depicts example waveforms of vTa, vTA, and iTa
that can result for this switching state sequence. According
to Fig. 4(a) and under the assumption of a constant (given)
switching frequency, eight control parameters can be identified,

D(100) =
tµ2 − tµ1 + tµ4 − tµ3

Ts
, D(110) =

tµ3 − tµ2

Ts
, (8)

D(001) =
tµ6 − tµ5 + tµ8 − tµ7

Ts
, D(011) =

tµ7 − tµ6

Ts
, (9)

D0a =
tµ1

Ts
, a =

tµ2 − tµ1

D(100)Ts
, (10)

D0b =
tµ5

Ts
− 1

2
, b =

tµ6 − tµ5

D(001)Ts
. (11)

In DAB converters, the time displacement of the secondary-
side hf ac voltage with respect to the primary-side hf ac voltage
(e.g. vTA versus vTa for phase a) is commonly characterized by
the phase shifts between the centers of the active time intervals
with positive and negative hf ac voltages, φa and φb. In general,
different phase shifts can be present during the first and second
half of the switching period,

φa = 2π

(
D0a +

D(100) +D(110)

2
− 1

4

)
, (12)

φb = 2π

(
D0b +

D(001) +D(011)

2
− 1

4

)
. (13)

Fig. 4(b) depicts the trajectory of the SV iTabc that results
for the operating conditions chosen for Fig. 4(a). This trajec-
tory is best explained based on the SV of the inductor voltage,
nvL, shown in Fig. 2(a). According to Fig. 4(a), the rectifier
is in the freewheeling state (000) during tµ8 −Ts < tµ < tµ1.
Therefore, nvL(tµ) = vg applies during this time interval and
iTabc changes along the direction of vg. At tµ = tµ1, the
rectifier changes its switching state to (001), so nvL(tµ) =
vg − nvTABC,(100) applies during tµ1 < tµ < tµ2. For this
reason, iTabc changes along a straight line that is parallel to
vg −nvTABC,(100). This process then proceeds for all switching
states.

In the context of Fig. 4(b), a disadvantage of this graphical
SV representation becomes apparent. Due to the missing
time information, the peak values can be obtained from the

This article has been accepted for publication in IEEE Journal of Emerging and Selected Topics in Power Electronics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JESTPE.2024.3475826

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: ETH BIBLIOTHEK ZURICH. Downloaded on October 15,2024 at 08:56:21 UTC from IEEE Xplore.  Restrictions apply. 



depicted SV trajectories, but not the rms values. Nevertheless,
an optimization of the rms value of the transformer current
SV was carried out for this paper. The underlying reason for
this is that the copper losses in the transformer windings and
the conduction losses of the power semiconductor switches
are proportional to the square of the rms value. However,
the peak value of the transformer current SV cannot be used
to determine its rms value. Consequently, an optimization of
the peak value would not be expedient. In order to allow an
approximate estimation of the rms value from the depicted SV
trajectories, the line width of the trajectory was adapted to the
speed at which the trajectory is traversed. A thick line denotes
a low rate of change and vice versa. This gives a subjective
indication of how long the SV iTabc remains in a certain area.
It is important to emphasize at this point that the rms value
of a SV can be calculated exactly, since besides the amplitude
and phase information, the time information of the SV is also
available for the calculation.

With the modulation scheme of [28], the control parameters
D(100), D(110), D(001), D(011) are chosen so that the rectifier
forms an average voltage SV equal to

vg

2n during φaTs
2π ≤ tµ ≤

Ts
2 + φaTs

2π and − vg

2n during Ts
2 + φbTs

2π ≤ tµ ≤ Ts +
φbTs
2π . This

results in

D(100) = D(011) =

√
3

4
M sin

(π
3
− ϕg

)
, (14)

D(110) = D(001) =

√
3

4
M sin (ϕg) , (15)

where M =
√
2Vg

nVdc
< 2√

3
denotes the modulation index. In

addition, equal durations are chosen for the first and second
occurrences of the states (100) and (001), and the phase shifts
φa and φb are set equal,

a = b = 0.5, φa = φb = φ. (16)

Power control is performed by adjusting φ. Rectifier operation
of the iYR takes place for φ > 0, inverter operation for φ < 0.
Maximum power results for |φ| ≈ π/2, cf. Fig. 23 in [29].1

Accordingly, all available control parameters defined in (8)
to (11) are used, leaving no degree of freedom (DoF) for
optimization.

III. OPTIMIZATION OF THE MODULATION SCHEME

The optimization approach aims to determine the control
parameters that minimize the current rms values in the hf ac
paths for a given operating point (vg, Vdc, P ), given converter
parameters (L, n), and given switching sequence (7). It is
assumed that fs ≫ fg applies, i.e., during a single switching
period dc–dc operation is considered. The implemented ap-
proach comprises two main methods, which are listed below:

1) A generally applicable method for calculating the rms
values of the currents in the hf ac paths of the iYR,
which is summarized in Subsection III-A.

2) The implemented optimization algorithm, as ex-
plained in Subsections III-B and III-C. This

1Note that the variable δ in [29] is equal to φ/(2π).

algorithm comprehensively evaluates the above-
mentioned method (calculation of rms values) in
order to identify optimal control parameters.

In this and the following sections, the instantaneous appar-
ent power, s, and rms values in the SV representation are used.
Please refer to [38], [39] for a detailed description of these.

A. Calculation of Transformer Currents

In principle, analytical expressions could be derived for
calculating the rms values of the transformer currents based
on the equivalent circuit depicted in Fig. 2(a). However, de-
pending on the currently present sequence of switching states
of both the inverter and the rectifier, i.e. the operating mode
of the converter, different expressions result. See Appendix B
for more details. With the switching state sequence (7), the
iYR features more than 50 operating modes.

Consequently, the analytical approach would necessitate
the consideration of a large number of case distinctions.
Moreover, due to the complexity of the investigated iYR, it is
to be expected that either no closed-form expressions for the
optimal control parameters can be found or that comparatively
extensive expressions result, such as (23) in [40]. In addition,
such extensive expressions typically do not provide a deeper
insight into the interrelationships of the system than what is
possible in the context of numerical optimization. Therefore,
in this paper a script-based numerical approach, e.g., imple-
mented in MATLAB, is preferred over the analytical approach.

This script calculates a piecewise linear approximation
of the steady-state waveform of iTabc(t) during a switching
period, for given input and output voltages (vg, Vdc), given
converter parameters, given switching sequences, and given
control parameters [as defined in (8) to (11)]. In a first step,
the instants of all switching operations that occur during a
switching period are calculated. The waveforms of the input
and output voltages are approximated using piecewise constant
functions. Using these waveforms and the equivalent circuit
diagram from Fig. 2(a), the steady-state waveform of iTabc(t)
is calculated.

B. Simplifications

From the eight available control parameters, one is required
for active power control and one for reactive power control.
This leaves six DoFs for optimization. However, it is typically
found in the context of a numerical optimization of a control
method that the more DoF available, the more difficult it be-
comes to obtain continuous functions for all control parameters
over the entire operating range (ϕg, Vdc, P ). Discontinuity
points in the functions of the control parameters are usually
undesirable, as they can lead to complications in practice. In
the experimental system under consideration, for example, the
control parameters actually used are precalculated, stored in
a table, and finally determined in the microcontroller of the
converter by bilinear interpolation. To ensure that the interpola-
tion is not computed across such discontinuities, the operating
regions without discontinuities would need to be carefully
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separated from each other. In addition, abrupt changes of the
control parameters can excite undesired oscillations in the
transformer current in practice.

Therefore, two more simplifications are made. Firstly, equal
voltage time areas are assumed during the first and second
switching half-periods,

D(100) = D(011), D(110) = D(001). (17)

This ensures that the average values of the magnetic fluxes in
the transformer cores disappear.2 Furthermore, following the
control procedure of [29],

φa = φb = φ, (18)

is chosen. This leaves three DoFs for the optimization de-
scribed in the following Section III-C.

The optimization can be accelerated if the range of operat-
ing points to be investigated can be reduced. In this context it
was mentioned in Section II that in the case of a symmetrical
three-phase grid, only one 60◦ sector of the grid period needs
to be studied. A closer examination of the symmetries present
with the switching state sequence defined in (7) even reveals
that the range for ϕg to be examined can be confined to 0 ≤
ϕg ≤ 30◦. In the following, this is explained by an example
for ϕg = 10◦ and ϕg = 60◦ − 10◦ = 50◦ based on Fig. 5(a).
If ϕg = 10◦ applies and the rectifier is in the switching state
(100), then the voltage SV vL,(100)|ϕg=10◦ = vg|ϕg=10◦/n −
vTABC,(100) is applied to L and the SV iTabc|ϕg=10◦ changes
along the trajectory marked with i⃝ in Fig. 5(a). For ϕg = 50◦

and if the rectifier is in the switching state (001), the voltage
SV vL,(001)|ϕg=50◦ = vg|ϕg=50◦/n − vTABC,(001) is applied to
L [marked with ii⃝ in Fig. 5(a)]. As is immediately clear from
symmetry considerations, vL,(100)|ϕg=10◦ and vL,(001)|ϕg=50◦

are of equal length and are mirrored about the SV axis (010),
i.e., the phase axis of phase B. Based on similar considerations
it is found that this also holds true for the inductor voltage SVs
of the remaining states and for the average value of the grid
current SV over a switching period, ⟨ig⟩Ts .

If the reactive power requirement over a switching period is
zero, i.e., ℑ(⟨s⟩Ts) = 0, the values of the control parameters for
30◦ < ϕg < 60◦ that lead to the mirrored trajectory of iTabc can
be directly determined from the control parameters calculated
for 0◦ < ϕg < 30◦ by swapping the control parameters,

D(001)|ϕg=60◦−ϕg0 = D(100)|ϕg=ϕg0 , (19)
D(011)|ϕg=60◦−ϕg0 = D(110)|ϕg=ϕg0 , (20)
D(100)|ϕg=60◦−ϕg0 = D(001)|ϕg=ϕg0 , (21)
D(110)|ϕg=60◦−ϕg0 = D(011)|ϕg=ϕg0 , (22)

b|ϕg=60◦−ϕg0 = a|ϕg=ϕg0 , (23)
a|ϕg=60◦−ϕg0 = b|ϕg=ϕg0 , (24)

0◦ < ϕg0 < 30◦. (25)

2It should be noted that this only applies to dc operation when there
are no load changes. The deviations from dc operation that occur during
rectifier/inverter operation or load changes may lead to certain average values
of magnetic fluxes and are not investigated in this paper.

Consequently, equal rms values result over a switching period
for the original and the mirrored trajectory,

⟨ITabc,rms⟩Ts

∣∣
ϕg=ϕg0

= ⟨ITabc,rms⟩Ts

∣∣
ϕg=60◦−ϕg0

. (26)

In combination with (17) it follows that for ϕg = 30◦ the
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Fig. 5: Trajectories of iTabc that result during one switching period for the
conventional modulation scheme, the settings of Tab. I, and Vdc = 400V:
(a) ϕg = 10◦ ( i⃝) and ϕg = 50◦ ( ii⃝); (b) ϕg = 30◦. The SV ⟨ig⟩Ts refers
to the average value of the SV of the grid currents ia, ib, and ic over one
switching period.

This article has been accepted for publication in IEEE Journal of Emerging and Selected Topics in Power Electronics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JESTPE.2024.3475826

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: ETH BIBLIOTHEK ZURICH. Downloaded on October 15,2024 at 08:56:21 UTC from IEEE Xplore.  Restrictions apply. 



equalities

D(100)|ϕg=30◦ = D(110)|ϕg=30◦ =

= D(001)|ϕg=30◦ = D(011)|ϕg=30◦ , (27)

a|ϕg=30◦ = b|ϕg=30◦ = 0.5 (28)

apply. Fig. 5(b) shows an example of the trajectory of iTabc
for ϕg = 30◦. The mirror symmetry about the phase axis of
phase B is clearly visible.

C. Flowchart of the Optimization

The optimization of ⟨ITabc,rms⟩Ts basically considers the five
control parameters φ, D(100), D(110), a, and b that remain after
applying the simplifications (17) and (18). Two of these are
required to achieve the required active power P and reactive
power Q, where in this paper Q = 0 is considered so that the
rectifier behaves in a purely resistive manner.

For controlling P , the hf phase shift φ can be used [29].
However, in the iYR, φ also slightly affects Q. An example of
how P and Q depend on φ is shown in Fig. 6(a) for operation
with 0 < φ < 90◦, D(100) = 0.277, D(110) = 0.066, a =
0.504, b = 0.481, ϕg = 10◦, Vdc = 400V, and the remaining
settings according to Table I.

The reactive power consumption from the grid, Q =
ℑ{⟨s⟩Ts}, can be effectively adjusted by adjusting the ratio

c =
D(100)

D(100) +D(110)
=

D(100)

DΣ
, (29)

since the voltage SVs of the states (100) and (110) point
into different directions. Note that changing c also affects P ,
although less than Q, cf. Fig. 6(b). Thus, the equation set

ℜ{⟨s⟩Ts(φ, c)} = P and ℑ{⟨s⟩Ts(φ, c)} = 0 (30)
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Fig. 6: Characteristics of P = ℜ{⟨s⟩Ts} and Q = ℑ{⟨s⟩Ts} as functions
of: (a) φ and (b) c for an operating point with ϕg = 10◦, Vdc = 400V,
DΣ = 0.424, a = 0.384, b = 0.115 [φ and c are defined in (18) and (29),
respectively]. In (a) c = 0.826 and in (b) φ = 52.7◦ apply. It can be seen
that φ mainly changes P and that c has a strong effect on Q.

must be solved with respect to φ and c in order to achieve the
required apparent power over one switching period. Accord-
ingly, DΣ, a, and b remain for the optimization of the rms
value of the transformer current SV. Finally, for known values
of DΣ and c, D(100) and D(110) are calculated with

D(100) = cDΣ, D(110) = (1− c)DΣ. (31)

The optimization algorithm presented in the following
assumes defined converter settings (n, L, fs) and a defined
operating point (Vg, Vdc, P ). The implemented optimization
procedure considers K = 61 discrete values of ϕg in the range
between 0◦ and 30◦,

ϕg,k = 30◦
k

K − 1
∀ k ∈ N0 ∧ k < K. (32)

The actual optimization of the current rms value em-
ploys MATLAB’s fmincon method (configured to use the
Sequential Quadratic Programming (SQP) algorithm). Since
there is no guarantee that the algorithm finds the global
minimum, the result for a local minimum may be returned,
which typically leads to unsteady characteristics of the control
parameters when examined over the operating range. To avoid
this as far as possible, the optimization starts at an initial
operating point in which the number of DoFs is reduced.
There, the computation of the global minimum is more reliable.
According to (27) and (28) this operating point exists for
ϕg = 30◦, i.e. k = K − 1. Thus, only DΣ remains for the
optimization. The value of DΣ obtained from this optimization
is then used to determine the initial values for the less robust
subsequent optimization, in which three DoFs are available (a,
b, DΣ). Subsequently, the results of each optimization are used
to determine the initial values for the next optimization, which
is described later in the context of the explanation of the flow
chart shown in Fig. 7(b).

The main flow chart of the optimization procedure is shown
in Fig. 7(a) to illustrate this process. Note that the circled
numbers on the right side of Fig. 7 serve to establish a link to
the description given below.

In a first step, the control parameters are optimized for
ϕg = 30◦ ( 1⃝ in Fig. 7(a)). This is because the start values used
for each optimization step are based on the results obtained
in the previous optimization step. Since the symmetries at
ϕg = 30◦ lead to a = b = 0.5 (see Subsection III-B), only
one parameter (i.e., DΣ) needs to be optimized at ϕg = 30◦.
Consequently, the optimization is more robust at this operating
point. Subsequently, the control parameters for the remaining
grid phase angles ϕg,k < 30◦ are optimized [steps 2⃝, 3⃝, and

4⃝ in Fig. 7(a)].

For a given grid phase angle, the control parameters are
optimized according to the flowchart shown in Fig. 7(b)]. In
order to make the computation of the global minimum more
robust, the optimization is performed for multiple initial values
for DΣ, a, and b. In this context, the list of start values is
initialized first, in step 5⃝. In total, eleven different start values
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Given: operating pt. (Vg, Vdc, P), hardware settings (n, L, fs), K

ϕg,k = 30°, ak = bk = ½, k = K − 1 ϕk = 30° k / (K − 1)
k = K − 1 ... 0 

Determine and store optimal control parameters for ϕg,k = 30°

Decrement k by 1
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1
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4
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yes

no
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2

MATLAB’s fmincon
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control parameters DΣ,opt,k+1, aopt,k+1, bopt,k+1
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Fig. 7: (a) Main flow chart of the optimization procedure. (b) Flow chart of
the subroutine used to determine and store the optimal control parameters.

DΣ,k,i, ak,i, and bk,i are considered, as given in Table II.3 The
calculated start values are limited to permissible value ranges
according to

DΣ,start,k,i = clip(D̃Σ,start,k,i, 0.01, 0.49), (33)
astart,k,i = clip(ãstart,k,i, 0.01, 0.99), (34)

bstart,k,i = clip(̃bstart,k,i, 0.01, 0.99), (35)

clip(x, xmin, xmax) =

 xmin ∀ x < xmin

x ∀ xmin ≤ x ≤ xmax

xmax ∀ xmax < x
.

(36)

In a next step, DΣ,k,i, ak,i, and bk,i are set to the first
start values from this list (steps 6⃝ and 7⃝). Subsequently,
MATLAB’s fsolve method is applied to find the values of
φk,i and ck,i such that (30) is fulfilled 8⃝.4 The results for
ck,i and φk,i are used to calculate D(100),k,i, D(110),k,i 9⃝,
and ⟨ITabc,rms⟩Ts 10⃝. MATLAB’s fmincon method evaluates
the obtained result and adjusts DΣ,k,i, ak,i, and bk,i according
to the SQP algorithm or returns the optimization result if the
termination conditions are fulfilled 11⃝. The obtained solution
(rms value of the transformer current SV and related control
parameters) of the i-th optimization run is stored in step 12⃝
and the optimization for the next initial value is carried out.
After all eleven optimization passes have been performed, this
algorithm determines the optimization pass that resulted in the
lowest value for ITabc,rms 13⃝ and returns the control parameters
of this optimization pass 14⃝.

Note that the first optimization run for ϕg = 30◦ (step 1⃝
in Fig. 7(a)) is performed according to a simplified version of
the flowchart shown in Fig. 7(b). There, a = b = 0.5 and six
start values, DΣ,start,k = (0.25, 0.3, 0.35, 0.4, 0.45, 0.49), are
used.

The complete optimization procedure is performed for
G × H = 12 × 21 different operating points defined by Vdc
and Idc = P/Vdc. The range for Vdc is divided into G = 12
equidistantly distributed values,

Vdc,g = 200V +
g(750V − 200V)

G− 1
∀ g ∈ N0 ∧ g < G.

(37)

With respect to Idc, the maximum dc current that can be
achieved for a given value of L, Idc,L,max, is determined in
a first step. In this context, a detailed inspection of the dc
current computed with the numerical method summarized in
Subsection III-A reveals two findings. First, it is found that the
minimum value of Idc,L,max results for ϕg = 30◦. Consequently,
the maximum achievable dc current needs to be evaluated for
this grid phase angle. Second, Idc,L,max results for φ ≈ 90◦

and maximum relative durations D(100) and D(110), which is

3The subscript k is added to the control variables, since different optimal
control parameters result for different values of k, i.e., for different grid phase
angles. For example, the optimal time duration of switching state (100) is
referred to with D(100),opt,k .

4Note that the solver may fail to fulfill (30) for small values of DΣ,k,i.
In this case, the optimization is restarted with the next start value for DΣ,k,i

[for reasons of keeping a clear presentation, this is not shown in Fig. 7(b)].
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not surprising given the DAB-like topology of the iYR. Based
on these findings and due to the symmetry conditions (27)
and (28), Idc,L,max can be estimated by evaluating the converter
at ϕg = 30◦, φ = 90◦, D(100) = D(110) = 0.25, and
a = b = 0.5. The value determined for Idc,L,max is divided
into H = 21 equidistantly distributed values,

Idc,h = 90% Idc,L,max
h

H − 1
∀ h ∈ N0 ∧ h < H . (38)

Note that dc currents up to 90% Idc,L,max are considered. This
addresses the fact that due to losses and component tolerances
in a real system, it may not be possible to achieve Idc =
Idc,L,max.

In total, the optimization returns G × H × K = 12 ×
21 × 61 = 15372 different values for the control parameters.
These optimized control parameters are stored in tables that
are stored in the microcontroller used to control the converter.
The microcontroller determines the control parameters from
these table values using bilinear interpolation, cf. [32].

IV. OPTIMIZATION RESULTS

The improvement achieved by means of optimization is
evaluated using the criterion( ⟨ITabc,rms,conv⟩Tg

⟨ITabc,rms,opt⟩Tg

)2

− 1. (39)

Here, ⟨ITabc,rms,conv⟩Tg and ⟨ITabc,rms,opt⟩Tg denote the average
rms values of the transformer current SV for conventional and
optimized control, respectively, over a grid period and at a
given operating point (except for ϕg),

⟨ITabc,rms,opt⟩Tg =

√
1

2π

∫ 2π

0

[⟨ITabc,rms,opt⟩Ts(ϕg)]
2
dϕg ,

(40)

⟨ITabc,rms,conv⟩Tg =

√
1

2π

∫ 2π

0

[⟨ITabc,rms,conv⟩Ts(ϕg)]
2
dϕg .

(41)

Accordingly, (39) determines the relative increase in conduc-
tion losses at a given operating point.

TABLE II: Definition of how the initial values D̃Σ,start,k,i, ãstart,k,i, and
b̃start,k,i used for the optimization for ϕg,k < 30◦ are calculated from the
previous optimization results.

i D̃Σ,start,k,i ãstart,k,i b̃start,k,i

1 DΣ,opt,k + 1 aopt,k + 1 bopt,k + 1

2 1.1DΣ,opt,k + 1 aopt,k + 1 bopt,k + 1

3 0.9DΣ,opt,k + 1 aopt,k + 1 bopt,k + 1

4 DΣ,opt,k + 1 1.1 aopt,k + 1 bopt,k + 1

5 DΣ,opt,k + 1 0.9 aopt,k + 1 bopt,k + 1

6 DΣ,opt,k + 1 aopt,k + 1 1.1 bopt,k + 1

7 DΣ,opt,k + 1 aopt,k + 1 0.9 bopt,k + 1

8 1.1DΣ,opt,k + 1 1.1 aopt,k + 1 1.1 bopt,k + 1

9 0.9DΣ,opt,k + 1 0.9 aopt,k + 1 0.9 bopt,k + 1

10 1.1DΣ,opt,k + 1 0.9 aopt,k + 1 0.9 bopt,k + 1

11 0.9DΣ,opt,k + 1 1.1 aopt,k + 1 1.1 bopt,k + 1

Fig. 8 depicts the values resulting for (39) over the oper-
ating range and for the converter settings specified in Table I.
Especially in the range of low output currents, Idc < 6A, the
conventional modulation scheme causes significantly higher
conduction losses than the optimized modulation scheme. Fur-
thermore, the conventional modulation scheme cannot cover
the range with high output voltage and high output currents
(e.g., Vdc = 750V and Idc = 15A). This is because (14)
and (15) determine D(100) and D(110) based on the reciprocal
of Vdc without considering Idc. The resulting reduction in
the average voltage SV generated by the rectifier over half a
switching period leads to a reduction in the maximum output
power.

Fig. 9 depicts the characteristics of ⟨ITabc,rms,opt⟩Ts(ϕg) and
the optimized control parameters for Vdc = 200V and three
different output currents (Idc = 3.14A, 7.07A, and 14.1A) for
0 ≤ ϕg < 60◦. Although the functions of ⟨ITabc,rms,opt⟩Ts(ϕg)
and φ(ϕg) shown in Fig. 9(a) and Fig. 9(b) are continuous, the
functions of D(100)(ϕg), D(110)(ϕg), a(ϕg), and b(ϕg) shown
in Fig. 9(c) and Fig. 9(d) have discontinuity points, which are
undesirable, as mentioned in Subsection III-B.

The reason for such discontinuity points in the control
functions is that certain operating points exist at which differ-
ent values of the control variables lead to the same minimum
value of ⟨ITabc,rms⟩Ts . In Fig. 9, for example, this is the case
for Idc = 14.9A and ϕg ≈ 17.5◦. However, for ϕg = 17◦

the optimum only occurs for the operating point at aIII = 1
and bIII ≈ 0.5, whereas for ϕg = 18◦ the optimum occurs
at aIII ≈ 0.5 and bIII = 0. Optimization results that lead to
control functions with discontinuity points can be found in the
literature for other converters, e.g. in [41] in the context of
the optimization of the Weighted Total Harmonic Distortion
(WTHD) of an inverter, which pursues the aim of minimizing
the rms value of the load current. The optimal control functions
can also show discontinuity points there, as can be seen in Fig.
9.22 in [41].
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blue line) and for the converter settings (fs, n, L) specified in Table I. The
optimized modulation scheme achieves lower conduction losses, especially in
the low power range. Note that the conventional modulation scheme cannot
cover the range of high output voltages and output currents (hatched area).
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V. SIMPLIFIED MODULATION SCHEME

According to Fig. 9, especially the functions of a and b
show pronounced discontinuities. To avoid these, it is reason-
able to determine the rms values of the transformer currents
that can be achieved for constant values for a and b. With
a = b = 0.5, the conventional modulation scheme achieves a
rms value of the transformer current that is close to the opti-
mized value over a relatively wide operating range, cf. Fig. 8
for Idc > 7A. For this reason, a suboptimal modulation scheme
with a = b = 0.5 is investigated. The underlying idea is that
this leaves only DΣ as a DoF for optimization, which supports
the generation of continuous functions for D(100) and D(110).
The optimization of the control parameters for the suboptimal
modulation scheme is carried out according to Fig. 7 with the
only difference that a = b = 0.5 is considered for all values
of ϕg, i.e. for 0 ≤ k ≤ K − 1.

Fig. 10(a) and Fig. 10(b) depict the results for( ⟨ITabc,rms,subopt⟩Tg
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Fig. 9: (a) Characteristics of ⟨ITabc,rms,opt⟩Ts for Vdc = 200V and three
different output currents (I: Idc = 3.14A, II: Idc = 7.07A, III: Idc =
14.9A) for 0◦ ≤ ϕg ≤ 60◦. (b)–(d) Characteristics of the optimized control
parameters that lead to ⟨ITabc,rms,opt⟩Tg depicted in subfigure (a). The plots
shown in subfigures (c) and (d) reveal clearly noticeable discontinuity points.

There, ⟨ITabc,rms,subopt⟩Tg denotes the overall rms value of
⟨ITabc,rms,subopt⟩Ts over a grid period,

⟨ITabc,rms,subopt⟩Tg =

√
1

2π

∫ 2π

0

[⟨ITabc,rms,subopt⟩Ts(ϕg)]
2
dϕg .

(44)

According to Fig. 10(a), ⟨ITabc,rms,subopt⟩Tg ≈ ⟨ITabc,rms,opt⟩Tg is
achieved for most operating points. Only operation with low
output voltage and low output current results in a significant
value of (42) (e.g. of approximately 10% at Vdc = 200V and
Idc = 5A).

According to Fig. 10(b), the suboptimal modulation scheme
achieves a significant reduction in the transformer rms current
values, particularly in the range of high Vdc and low Idc.
This relationship is also apparent from the SV trajectories
shown in Fig. 11(a) for Vdc = 750V, P = 1.2 kW, and
ϕg = 10◦. There, ⟨ITabc,rms,conv⟩Ts and ⟨ITabc,rms,subopt⟩Ts equal
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Fig. 10: (a) Results obtained for (42) over the operating range (indicated by
the blue line) and for the converter settings (fs, n, L) specified in Table I.
According to this result, the rms values of the transformer currents optimized
for a = b = 0.5 are close to the comprehensively optimized values at
most operating points. (b) Results obtained for (43), calculated for the same
conditions as for subfigure (a). Interestingly, for Idc > 6A and Vdc < 350V
an operating range is observed (shaded blue), where the control parameters of
the suboptimal modulation scheme lead to slightly higher conduction losses
than those of the conventional modulation scheme. This is caused by the
constraint Q = 0 considered for the optimization, as explained in the text.
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to 16.0A and 11.1A result for the two modulation schemes.
This figure reveals that the maximum magnitudes of the SVs
are substantially larger for the conventional modulation scheme
than for the suboptimal modulation scheme. For completeness,
Fig. 11(b) shows the waveforms of iTa for the same operating
point and over two switching periods. This figure clearly re-
veals that the suboptimal modulation scheme achieves a lower
rms value of the transformer current SV than the conventional
modulation.

A further interesting result of Fig. 10(b) is the blue shaded
range at Idc > 6A and Vdc < 350V. In this marked range,
⟨ITabc,rms,subopt⟩Tg > ⟨ITabc,rms,conv⟩Tg applies, which seems to
challenge the validity of the optimization. This result can be
attributed to two reasons. First, the conventional modulation
scheme keeps φ constant, where the value for φ is selected in
such a way that the iYR provides the required power on aver-
age over a grid period. However, for constant φ, a fluctuation of
the instantaneous power can result, as shown in Fig. 12(a) for
an example operating point (Vdc = 200V, P = 3kW). This is
not the case for the suboptimal modulation scheme, where the
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Fig. 11: (a) SV trajectories of iTabc for the conventional (yellow) and
the suboptimal (magenta) modulation schemes: ⟨ITabc,rms,conv⟩Ts = 16.0A,
⟨ITabc,rms,subopt⟩Ts = 11.1A. (b) Waveforms of iTa for suboptimal (solid lines)
and conventional (dashed lines) modulation. Operating point: Vdc = 750V,
P = 1.2 kW, and ϕg = 10◦.

control parameters are continuously adjusted to result in a con-
stant instantaneous power. According to Fig. 12(b), this leads
to larger changes in ⟨ITabc,rms,subopt⟩Ts over ϕg (gray curve) than
for ⟨ITabc,rms,conv⟩Ts . Consequently, a slightly larger total rms
value results for the suboptimal modulation scheme. If, instead,
the control parameters for the suboptimal modulation scheme
are determined on the basis of the function of the instantaneous
power that results for conventional modulation, i.e., for the red
curve in Fig. 12(a), the bold black function is obtained for
⟨ITabc,rms,subopt⟩Ts

. Interestingly, it is immediately apparent that
this curve still results in a higher average rms value than that
of the conventional modulation scheme.

This leads to the second reason, namely that the boundary
condition Q = 0 is not considered in the conventional scheme.
By removing this constraint from the optimization, a further re-
duction in the current rms value can be obtained. This result is
rather unexpected, i.e., for a given average power and non-zero
average reactive power over a switching period, the rms value
of the transformer current can be reduced. Fig. 13 illustrates
this relationship for Vdc = 200V, ⟨psubopt⟩Ts = 3.04 kW, and
ϕg = 10◦. There, the conventional modulation scheme causes
a reactive power of 107VAr and ⟨ITabc,rms,conv⟩Ts = 18.96A.
The optimized scheme achieves ⟨ITabc,rms,opt⟩Ts = 19.3A for
⟨q⟩Ts = 0, which decreases with increasing reactive power. For
⟨q⟩Ts = 107VAr, ⟨ITabc,rms,opt⟩Ts = 18.95A < ⟨ITabc,rms,conv⟩Ts

results.

This unexpected result can be explained by the working
principle of the primary-side part of the iYR which comprises
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Fig. 12: (a) Characteristic of ⟨pconv⟩Ts as function of ϕg, which results
for the conventional modulation for Vdc = 200V and φ = 50.7◦.
(b) Characteristics of ⟨ITabc,rms,conv⟩Ts and ⟨ITabc,rms,subopt⟩Ts as functions of
ϕg. ⟨ITabc,rms,subopt⟩Ts is once determined for constant power (gray curve)
and once for ⟨pconv⟩Ts (solid black curve). The rms values of the cur-
rents over a grid period are: ⟨ITabc,rms,conv⟩Tg = 19.0A (magenta curve),
⟨ITabc,rms,subopt⟩Tg = 19.3A if ⟨psubopt⟩Ts is kept constant (gray curve),
and ⟨ITabc,rms,subopt⟩Tg = 19.2A if ⟨psubopt⟩Ts (ϕg) = ⟨pconv⟩Ts (ϕg) applies
(black curve).
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the line filter and the primary-side switching stage of the iYR.
The primary-side switching stage of the iYR forms the time
characteristic of the unfiltered grid current SV by transferring
iTabc to the grid side during half the switching period. The
line filter (symbolized by the filter capacitors on the grid side
in Fig. 1(a)) suppresses the HF components of this highly
fluctuating unfiltered grid current SV. In most cases, the hf ac
trajectory of the transformer current SV and the grid voltage
SV have different directions. Consequently, a certain phase
shift between the grid current SV and the grid voltage SV can
enable the trajectory of the transformer SV to be shaped in such
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Fig. 13: Dependence of ⟨ITabc,rms,subopt⟩Ts on ⟨q⟩Ts for Vdc = 200V,
⟨psubopt⟩Ts = 3.04 kW, and ϕg = 10◦. At this operating point, the conven-
tional modulation scheme generates ⟨q⟩Ts = 107VAr and ⟨ITabc,rms,conv⟩Ts =
18.96A. For the same reactive power, the suboptimal modulation scheme
yields ⟨ITabc,rms,subopt⟩Ts = 18.95A.
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Fig. 14: SV trajectories of iTabc for the suboptimal modulation scheme using
⟨q⟩Ts = 0 (yellow) and ⟨q⟩Ts = 450VAr (orange) and the conventional
modulation scheme (magenta). The encircled numbers 1⃝ and 2⃝ refer to
the first and the second half of the switching period, respectively, and ⟨ig⟩Ts
refers to the average value of the SV formed by ia, ib, and ic over one
switching period. Operating point: Vdc = 200V, ⟨psubopt⟩Ts = 3.04 kW, and
ϕg = 10◦.

a way that a lower rms value ⟨ITabc,rms⟩Ts results. As a result,
the dependence of ⟨ITabc,rms,subopt⟩Ts on ⟨q⟩Ts is a function of
ϕg. For ϕg = 30◦, the minimum value of ⟨ITabc,rms,subopt⟩Ts is
achieved for ⟨q⟩Ts = 0. For ϕg = 50◦, the function shown in
Fig. 13 mirrored about the y-axis results for ⟨ITabc,rms,subopt⟩Ts ,
i.e., in this case a reduction of ⟨ITabc,rms,subopt⟩Ts can be achieved
for ⟨q⟩Ts < 0.

In the following, this remarkable characteristic of the iYR
is examined in more detail. Fig. 14 depicts the trajectories of
iTabc that result for the same operating point (Vdc = 200V,
⟨psubopt⟩Ts = 3.04 kW, and ϕg = 10◦), for the conventional
modulation scheme and for the suboptimal modulation scheme
using ⟨q⟩Ts = 0 and ⟨q⟩Ts = 450VAr. This figure shows
that the maximum distance of the trajectory of iTabc from the
origin is slightly less for the conventional scheme than for
the suboptimal modulation scheme at ⟨q⟩Ts = 0. However,
the reduction in the distance of the trajectory from the origin
becomes particularly apparent for the suboptimal modulation
scheme at ⟨q⟩Ts = 450VAr. Nevertheless, this finding does
not yet provide a relationship to the rms value of a trajectory
of the SV, ⟨ITabc,rms,conv⟩Ts , as not only the value of the SV,
but also the duration for which the SV remains at a certain
value determines its rms value. It is therefore important to
know not only the value of the SV but also the speed of the
SV, which is indicated by the line thickness in Fig. 14. A
thick line indicates a low speed. According to Fig. 14, the
SV iTabc(t) stays in the outer areas of the trajectories for
relatively long times in all three cases shown, which means
that the rms value is highest for suboptimal modulation with
⟨q⟩Ts = 0 (⟨ITabc,rms,subopt,⟨q⟩Ts = 0⟩Ts = 19.3A), in between
for conventional modulation (⟨ITabc,rms,conv⟩Ts = 19.0A), and
lowest for suboptimal modulation with ⟨q⟩Ts = 450VAr

(⟨ITabc,rms,subopt,⟨q⟩Ts = 450VAr
⟩Ts = 18.1A).

Fig. 15 depicts the characteristics of ⟨ITabc,rms,subopt⟩Ts(ϕg)
and the optimized control parameters for Vdc = 200V and
three different output currents (Idc = 3.14A, 7.07A, and
14.9A for 0 ≤ ϕg < 60◦), which are now continuous. Overall,
a comprehensive evaluation in the considered operating range
reveals that continuous characteristics result for all control
parameters for the suboptimal modulation scheme.

Fig. 16, Fig. 17, and Fig. 18 present ⟨ITabc,rms,subopt⟩Ts

and the associated control parameters as functions of P ,
ϕg, and Vdc, respectively. For comparison, these figures also
include ⟨ITabc,rms,conv⟩Ts and the associated control parameters
determined with the conventional modulation scheme. For the
respective constant values, Vdc = 400V, ϕg = 10◦, and
P = 3kW were selected.

Fig. 16 shows an increase of the optimized values for
D(100) and D(110) with increasing power. Accordingly, the
increased rms values of the transformer currents that result
for the conventional modulation scheme at low and very high
power levels can be explained by the fact that in (14) and (15)
the control parameters D(100) and D(110) are independent of
P . However, it can be seen from Fig. 17 and Fig. 18 that their
dependencies on ϕg and Vdc as set by (14) and (15) are close
to those obtained by the optimization. According to Fig. 16
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and Fig. 18, substantial improvements can be achieved in low
power and high output voltage ranges. By way of example,
the rms value can be decreased from 19.6A to 17.6A for
Vdc = 750V, ϕg = 10◦, and P = 3kW.

VI. EXPERIMENTAL RESULTS

The experimental verification has been carried out over a
full grid period and for following three operating conditions
(OC):

• OC1: Vdc = 400V, P = 20%Pnom = 1.2 kW.

• OC2: Vdc = 400V, P = 35%Pnom = 2.1 kW.

• OC3: Vdc = 400V, P = 75%Pnom = 4.5 kW.

The first two operating conditions were selected because the
suboptimal modulation scheme achieves a significant improve-
ment of the rms value there, as shown in Fig. 10(b). The third
operating condition is used for verification of the operation in
the power range with more than 50% of the nominal load.

The hardware demonstrator employed for this verification
realizes the topology depicted in Fig. 1(a) and features the
general parameters listed in Tab. I. It has to be pointed out
that this hardware demonstrator is only used for the purpose
of verifying the presented modulation scheme. Since the opti-
mization objective is to achieve a low rms value of the SV of
the grid current over a grid period, this Section focuses on the
verification of this rms value. Consequently, it must be ensured
that parasitic effects cause only minor deviations of the rms

(a)

(b)

(c)

I T
ab

c,
rm

s /
 A

0 5 10 15 20 25 30 35 40 45 50 55 60

ϕg / °

ϕg / °

ϕg / °

φ 
/ °

D
(1

00
), 

D
(1

10
)

0

5

10

15

20

25

0

15

30

45

60

0

0.1

0.2

0.3

0.4

0.5

0 5 10 15 20 25 30 35 40 45 50 55 60

0 5 10 15 20 25 30 35 40 45 50 55 60

D(100),IIID(110),III

D(100),I
D(100),IID(110),II

D(110),I

φIII

φII
φI

ITabc,rms,III

ITabc,rms,II
ITabc,rms,I

Fig. 15: (a) Characteristics of ⟨ITabc,rms,subopt⟩Ts for Vdc = 200V and three
different output currents (I: Idc = 3.14A, II: Idc = 7.07A, III: Idc =
14.9A) for 0◦ ≤ ϕg ≤ 60◦. (b)–(c) Characteristics of the optimized control
parameters that lead to ⟨ITabc,rms,opt⟩Tg depicted in subfigure (a). Note that
a = b = 0.5 applies for the suboptimal modulation scheme. Compared to
Fig. 9, the plots reveal no discontinuity points.
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of the control parameters of the suboptimal modulation scheme that lead to
⟨ITabc,rms,subopt⟩Ts depicted in subfigure (a).

values. In particular, a high accuracy of the pulse waveforms
at the switching nodes concerning timing and voltage levels
is important. Furthermore, the value of the total inductance
L must accurately match the required value. Accurate pulse
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Fig. 18: (a) Characteristics of ⟨ITabc,rms,subopt⟩Ts for ϕg = 10◦, 200V ≤
Vdc ≤ 750V, and P = 3kW; n and L as given in Table I. (b) and
(c) Characteristics of the control parameters of the suboptimal modulation
scheme that lead to ⟨ITabc,rms,subopt⟩Ts depicted in subfigure (a).

waveforms are achieved by using fast SiC MOSFETs with
low on-state resistances (Cree C3M0016120K, one device
per switch) and fast gate drivers (Infineon 1ED3124MU12F).
This allows to set the dead time, i.e., the time between the
turn-off and turn-on processes of the MOSFETs of a half
bridge, to a low value of 140 ns (corresponding to 1% of
Ts). With regard to the three transformers, power components
that are readily available in our laboratory have been used.
Each transformer has primary and secondary self-inductances
of L1 = L2 = 620 µH, a leakage inductance of Lσ = 7.3 µH,
and a turns ratio of one. Carefully adjusted external inductors
(inductance of 6.7 µH each) have been connected in series
to these transformers on the secondary side, resulting in a
total inductance of 14 µH in each phase.5 With regard to the
capacitors, three grid-side filter capacitors [e.g. Ca in Fig. 1(a)]
with 4 µF each (WIMA MKP4 film capacitors), three primary-
side series capacitors [e.g. Cs in Fig. 1(a)] with 4.7 µF each
(WIMA MKP10 film capacitors) and an output-side capacitor
Cdc = 360 µF (consisting of 6 × 60 µF polypropylene film
capacitors by TDK) have been used. A Xilinx Zynq-7000
system-on-chip component, which is operated with a digital
clock frequency of 100MHz, realizes the digital control.

Both the conventional and the suboptimal modulation
scheme operate the iYR in such a way that a transfer of a
defined amount of energy, e.g. from the grid side to the dc
side, is achieved during one switching period. Consequently,

5Due to the comparatively low value of L of 14 µH, it may be possible
to optimize the transformer so that its leakage inductance realizes the entire
required series inductance. In such a case, the additional inductance connected
in series to the transformer could be omitted.

the iYR can achieve approximately sinusoidal grid currents
also without a closed-loop control of the three phase currents.
However, the modulator must know the currently present grid
phase angle so that the correct gate signals can be generated. In
this setup, this detection of the phase angle is done by means
of a digital phase-locked loop.

Fig. 19 presents different measured voltage and current
waveforms over 2.5 grid periods (= 50ms). Fig. 19(a)
and Fig. 19(b) show results for operation with suboptimal
modulation for OC1. Fig. 19(a) shows the phase-to-neutral
voltage of grid phase a and the three grid currents. This
measurement illustrates the correct three-phase operation of the
demonstrator. The total harmonic distortions (THD) of the grid
phase currents ia, ib, and ic are 2.26%, 2.22%, and 2.21%,
respectively. As the used oscilloscope (HDO 6104 by LeCroy)
provides four channels and due to the symmetry of the three-
phase system, waveforms with practically same shapes result
for the three phases. Therefore, a second measurement was
carried out exclusively for voltages and currents of phase a.
This second measurement comprises the input voltage van of
the primary-side half-bridge of phase a, the phase-to-neutral
voltage va, the grid current ia, and the secondary-side trans-
former current iTA.6 Fig. 19(b) shows the measured waveforms.
Since the primary-side switching stage is operated using the
clamping method described in [42], the shown waveform of
van results, i.e., after a 120◦ sector of the grid period has
elapsed, a clamping interval (van = 0) is enforced during a
60◦ sector of the grid period. Note that the clamping processes
only affect the common mode voltage at the transformer
and therefore have no effect on the primary-side transformer
winding voltages vTa, vTb, vTc, cf. Section II and Fig. 3. The
rms values of the four measured waveforms, as calculated
by the oscilloscope over a grid period, are displayed at the
bottom of the figure. On closer inspection, it can be seen that
ia is leading the grid voltage va by approximately 10◦. This
capacitive reactive power requirement is caused by the filter
capacitors [e.g. Ca in Fig. 1(a)] and the dc-blocking capacitors
Cs of the iYR.

Fig. 19(c) depicts measured waveforms for operation with
conventional modulation at OC1. The waveforms of van, va,
and ia are practically identical to the waveforms measured in
Fig. 19(b). The THD of ia is 4.0%. The measurement result
of iTA reveals a slightly larger envelope compared to the result
in Fig. 19(b), which is also confirmed by the increased rms
value (7.87A instead of 6.25A).

Fig. 19(d) shows the measurement result for operation with
suboptimal modulation at OC3. There, ia and va are almost in
phase. The rms value of iTA is 15.8A.

6Since the additionally used series inductors used to realize the total
inductance L of the iYR are placed on the secondary side, the secondary-side
current was measured. In this way, minor deviations in the inductor current as
caused by the magnetizing current of the transformer can be further reduced.
Since the turns ratio of the transformer is n = 1 and because the calculation
does not take the magnetizing current of the transformer into account, the
measured secondary-side transformer current can be directly compared to the
calculated primary-side transformer current.
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In total, six measurements such as those shown in Fig. 19
were carried out, i.e. for OC1, OC2, and OC3 and for the
conventional and suboptimal modulation schemes. The sam-
pling time of the recorded waveforms is 2 ns and the mea-
surement duration is 50ms (25 million samples per measured
waveform). The rms values of iTA over a grid period (ITA,rms),
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Fig. 19: Measured waveforms over 2.5 grid periods (= 50ms): (a) Phase-
to-neutral voltage va and phase currents ia,b,c for suboptimal modulation
and OC1; (b) waveforms of selected voltages and currents of phase a,
for suboptimal modulation and OC1; (c) conventional modulation, OC1;
(d) suboptimal modulation, OC3.

the THD values of ia, and the power factors in phase a
were calculated in MATLAB. Based on the assumption of
three-phase symmetry, the rms value of ⟨ITABC,rms⟩Tg can be
calculated according to:

⟨ITABC,rms⟩Tg =
√
2ITA,rms. (45)

The above expression directly results from equation (34)
in [39], since the rms values of the three phase currents are
equal in a symmetrical three-phase system. In the context of
the experimental verification, the use of (45) is justified by
the fact that the three-phase laboratory voltage source used
(Programmable AC Source 61509 by Chroma) generates a
symmetrical three-phase voltage system and, apart from minor
asymmetries due to component tolerances, the demonstrator
also features three-phase symmetry. The results are listed in
Tab. III and Tab. IV in comparison with calculated and sim-
ulated results. As can be seen from these tables, the measured
and the simulated results are in very good agreement. However,
slight differences appear in comparison to the calculation.
As can be easily determined using circuit simulations, these
differences are mainly due to the dead time of 140 ns, which
is not considered in the calculation. Although the converter
is operated without feedback control, low THD values are
achieved even at low output power.

Fig. 20 provides a detailed view of the waveforms of vTA,
vTB, vTC, vS′

a
(the voltage across the primary-side switch S′a),

and iTA during a time period of 50 µs. For the operating point,
OC1 and ϕg = 10◦ were selected. Suboptimal modulation is
used for Fig. 20(a) and Fig. 20(b). The waveforms depicted
in Fig. 20(c) result for conventional modulation. Note that a
direct measurement of vTA, vTB, vTC using differential voltage
probes resulted in waveforms with pronounced superimposed
oscillations. In order to avoid these oscillations, the voltages
vS′

A
, vS′

B
, and vS′

C
at the three secondary-side low-side switches

S′A, S′B, and S′C were measured and the transformer voltages
were determined in the oscilloscope using its maths channels:

vABC0 =
vS′

A
+ vS′

B
+ vS′

C

3
, (46)

TABLE III: Conventional modulation: rms values of the transformer currents
for the three operating conditions (OC) defined at the beginning of section VI
and measured THD values and power factors, λ, for phase a.

OC Vdc Idc ⟨ITABC,rms,conv⟩Tg THD λ

Calc. Sim. Meas.
OC1 404V 3.04A 11.0A 11.1A 11.1A 4.0% 0.955
OC2 400V 5.22A 12.9A 13.1A 13.0A 2.3% 0.983
OC3 396V 11.4A 21.0A 21.7A 21.8A 1.8% 0.996

TABLE IV: Suboptimal modulation: rms values of the transformer currents
for the three operating conditions (OC) defined at the beginning of section VI
and measured THD values and power factors, λ, for phase a.

OC Vdc Idc ⟨ITABC,rms,subopt⟩Tg THD λ

Calc. Sim. Meas.
OC1 402V 3.02A 8.6A 8.8A 8.8A 2.3% 0.955
OC2 399V 5.21A 11.6A 11.9A 12.0A 1.9% 0.982
OC3 401V 11.5A 21.4A 22.1A 22.3A 0.79% 0.996
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Fig. 20: Measured waveforms over a time period of 50 µs, for OC1 and
ϕg = 10◦: (a), (b) suboptimal modulation; (c) conventional modulation.
Calculated rms values over Ts at this operating point: ITA,rms,subopt = 8.7A,
ITA,rms,conv = 10.6A.

vTA = vS′
A
− vABC0, vTB = vS′

B
− vABC0, vTC = vS′

C
− vABC0.

(47)

Since the used oscilloscope provides four measurement chan-
nels, either vS′

a
or iTA was measured under the same operating

conditions, see Fig. 20(a) and Fig. 20(b). The black dotted
lines represent the calculated waveforms as determined with
the method summarized in Section III-A. Apart from minor
deviations, the calculated and measured curves coincide. The
deviations can be attributed to simplifications in the calcula-
tion, such as the neglected dead time and that the switching
operations are assumed to be ideal.

At first sight, iTA in Fig. 20(b) and Fig. 20(c) appear to
have nearly the same waveforms with similar peak values,
which may raise the question of why their rms values should
be different. Nevertheless, with 8.7A (suboptimal modulation)
and 10.6A (conventional modulation), the measured rms val-
ues of iTA (determined over one switching period) are clearly

different. This can be explained by the regions marked with I
and II in Fig. 20(b) and Fig. 20(c). These regions show that
iTA has two zero crossings during vTA = 0 for suboptimal
modulation. Consequently, iTA remains in the vicinity of zero
during vTA = 0, i.e. when no active power is generated. At
the shown operating point, these additional zero crossings do
not occur for the conventional modulation. There, iTA deviates
more significantly from zero, resulting in a higher rms value.

VII. CONCLUSION

In this paper, different modulation schemes for the iYR
are optimized with the aid of SV analysis. The aim of
this optimization is to identify a modulation scheme which,
compared to an existing scheme, achieves reduced rms values
of the transformer currents in the iYR. It is found that this
optimization can be carried out similarly to what is known for
DAB dc–dc converters, since the equivalent circuit diagram of
the iYR in the SV representation is the same as that of the
DAB converter. Compared to the DAB converter, however, the
iYR is substantially more complex, which in the context of an
analytical study based on closed formulas would lead to the
necessity of distinguishing between a high number of different
cases. Therefore, a numerical method is presented that enables
the calculation of the trajectories of the SVs of the currents
and voltages in the iYR with low computational effort.

An extensive first optimization, which takes three de-
grees of freedom (DoFs) into account, shows that significant
improvements in the transformer rms current value can be
achieved in the low power range. However, the computed
control parameters reveal characteristics with discontinuities,
which can lead to difficulties in practice (e.g., excitation of
parasitic oscillations). Therefore, in a second step, a target-
oriented reduction of the DoFs is identified, leaving one DoF.
The subsequent optimization performed on the basis of this
DoF leads to a suboptimal modulation scheme with continuous
control characteristics. In addition, apart from a minor part
of the operating range, i.e. at low output voltage and low
power, the suboptimal modulation scheme achieves practically
the same improvements in the rms values of the transformer
currents as the extensively optimized scheme. It should be
emphasized that the control parameters D(100) and D(110) of
the suboptimal modulation scheme depend on the level of the
converted power. This is not the case for the conventional
modulation scheme.

The experimental verification at three different operating
points confirms the calculated results. For example, for the
present hardware demonstrator (three-phase 400V rms line-to-
line ac input voltage) for Vdc = 400V and Pdc = 20%Pnom =
1.2 kW, the rms value of the transformer current SV can be
reduced from 11.1A for conventional modulation to 8.8A
for suboptimal modulation. Another interesting aspect of the
iYR is that it achieves sinusoidal mains phase currents with
low distortion in open-loop operation, e.g. a THD ≤ 4% is
measured for Vdc = 400V and Pdc = 1.2 kW.

This paper also demonstrates the general capabilities of SV
analysis, which proves to be ideally suited for the optimization
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of the modulation scheme for a complex three-phase PFC rec-
tifier system and to investigate particular details related to the
converter operation. One example of such a detail is the finding
that the conventional modulation scheme can lead to fluctuat-
ing active and reactive power over a grid period, which is not
the case for the optimized schemes. The methods presented
in this paper also pave the way for further improvements,
for example the development of a modulation scheme that
minimizes the total losses (conduction and switching losses
of the semiconductors, copper and core losses of the magnetic
components). Other examples of possible future contributions
are the allowance of a certain reactive power component, which
leads to reduced rms values of the transformer currents, as
shown in Fig. 13, and the utilization of further DoFs, such as
an alternative control of the primary-side inverter with a duty
cycle different to 50%.

APPENDIX

A. Converter Design

The two DoFs available for the design of the circuit are n
and L. To determine the combination of n and L that leads
to minimum conduction losses on average, the average effi-
ciencies (considering only conduction losses) of the converter
within the operating range specified in Tab. I are calculated
for different values of n and L.

The presented results consider Ydsg discrete and exponen-
tially distributed values for n (between n = 0.6 and n = 1.75),

n = 10

(
log10(0.6)+

y[log10(1.75)−log10(0.6)]
Ydsg−1

)
∀ y ∈ N0 ∧ y < Ydsg. (48)

With regard to L, Xdsg discrete and linearly distributed values
between 70%Lmax(n) and 95%Lmax(n) have been considered,

L(n) = Lmax(n)

(
0.7 +

x(0.95− 0.7)

Xdsg − 1

)
∀ x ∈ N0 ∧ x < Xdsg, (49)

where Lmax(n) denotes the maximum value of L with which
the operating range specified in Tab. I can be covered for a
given n. The value for Lmax(n) is determined numerically
using the method summarized in Subsection III-A for the
considered (conventional or suboptimal) modulation scheme.
The results presented in this Section have been determined for
Xdsg × Ydsg = 21× 21 combinations of n and L.

The average efficiencies, ηcond, are calculated in the same
way as described in Appendix A in [32] for Gdsg × Hdsg ×
Kdsg = 10 × 4 × 5 different operating points. In this context,
the operating points formed by all combinations of the linearly

distributed values for Vdc, Idc, and ϕg,

Vdc,g = 200V +
g(750V − 200V)

Gdsg − 1

∀ g ∈ N0 ∧ g < Gdsg, (50)

Idc,h(Vdc,g) = Idc,nom(Vdc,g)
h

Hdsg − 1

∀ h ∈ N0 ∧ h < Hdsg, (51)

ϕg,k = 30◦
k

Kdsg − 1
∀ k ∈ N0 ∧ k < Kdsg, (52)

are considered. Note that Idc,nom(Vdc) is related to the boundary
of the operating range as defined in Tab. I,

Idc,nom(Vdc) = min

(
15A,

Pnom

Vdc

)
. (53)

The conduction losses are calculated according to

Pcond = 3(Rp +Rtr + n2Rs)

(
⟨ITabc,rms⟩Ts(Vdc, Idc, ϕg)√

2

)2

,

(54)

where ⟨ITabc,rms⟩Tg is substituted by (41) or (44), depending
on the modulation scheme under consideration. Rp and Rs
denote the on-state resistances of a primary- and secondary-
side MOSFETs, respectively. With regard to the use of 1200V
SiC MOSFETs, these are set to Rs = 30mΩ and Rs = 30mΩ.
Rtr denotes the primary-side referenced copper resistance of
the transformer windings, which is selected as Rtr = 10mΩ.

Fig. 21(a) and Fig. 21(b) present the results of these
calculations for conventional and suboptimal modulation, re-
spectively. With conventional modulation, the optimal design
is obtained for nopt,conv = 0.784 and Lopt,conv = 19.5 µH.
With suboptimal modulation, nopt,conv = 0.921 and Lopt,conv =
16.8 µH holds. In this paper, n = 1 was chosen in order to
achieve a clear presentation of the results, i.e. to avoid possible
confusion caused by a turns ratio unequal to 1. In addition,
L = 14 µH was chosen, which is close to the optimum
inductance values determined for n = 1 in Fig. 21.

B. Operating Modes

The operating mode of the iYR is defined by the sequence
of state changes of the inverter and the rectifier and this se-
quence is directly defined by the values of control parameters,
cf. Fig. 4(a). For example, according to Fig. 22(a), the hf ac
voltage generated by the inverter in phase a, vTa, changes from
−157V to 157V at tµ = 0. At the same instant, also the other
two half-bridges of the inverter change their switching state so
that the inverter state changes from (000) to (111) at this point
in time. Thereafter, the state of the rectifier changes from (011)
to (001), etc.

If, for the operating point selected for Fig. 22(a), i.e.,
Vdc = 400V, ϕg = 15◦, P = 5.8 kW, and the remaining
settings listed in Tab. I, the power is increased to 6.2 kW,
the waveforms shown in Fig. 22(b) results. When inspecting
the waveforms vTa and vTA at tµ ≈ Ts/2, it can be seen
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that in Fig. 22(a) the switching of the rectifier from state
(110) to state (100) occurs before the switching of the inverter
from state (111) to state (000) takes place. This happens in
reverse order in Fig. 22(b), where, at tµ = Ts/2, first the
inverter switches from state (111) to state (000) and the rectifier
switches thereafter from state (110) to state (100). Accordingly,
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Fig. 21: Results for ηcond: (a) conventional modulation scheme, (b) suboptimal
modulation scheme. Marked are the optimal designs and suboptimal designs
with n = 1.
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Fig. 22: Calculated waveforms of vTa, vTA, and iTa for the conventional
modulation scheme and the settings of Tab. I, Vdc = 400V, and ϕg = 15◦:
(a) P = 5.8 kW, (b) P = 6.2 kW. The circled regions indicate the areas
where the change of the power causes a mode change.

the sequence of state changes of the inverter and the rectifier
is different for Fig. 22(a) and Fig. 22(b). Thus, the operating
mode of the converter is different as well.
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